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Abstract: Support vector machine(SVM) parameters such as penalty parameter and kernel param-
eter have a significant impact on the complexity and accuracy of classification model. Based on
this, this paper proposes an enhanced slime mould algorithm with multi-strategy (MESMA) to
optimize the parameters for support vector machine, so that classification accuracy by the model
can be promoted. Firstly, the basic slime mould algorithm is improved via strategies including
good point set initialization population, generalized normal distribution search, and adaptive pro-
portional variation strategy. Secondly, the proposed algorithm MESMA is compared with six in-
telligent algorithms on the CEC2017 benchmark functions. The results show that MESMA has a
superior optimization performance. Finally, the SVM parameters are optimized using the MES-
MA algorithm (MESMA-SVM) for classification of four standard datasets selected from UCI data
repository. The experimental results show that the MESMA-SVM model compared with the oth-
er three algorithms has a better classification performance and higher accuracy.
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CEC2017 FEAEM 3% 5 /9 10 4> o8 50T 2E 47 B0 52
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Tab. 2 Experimental results of different improvement strategies on CEC2017 partial test functions

PR R GPSSMA GNDSMA APMSMA SMA MESMA
Mean 1. 3784E+04 9.9773E+04 1. 2875E+04 1. 4588E+04 5.8063E+03
F1 Std 7.5997E+03 5.1720E+04 7.8497E+03 9.5324E+03 4.3015E+03
Rank 3 5 2 4 1
Mean 7.2630E+03 1. 1253E+04 4.4603E+03 6.0223E+03 5.7621E+03
F3 Std 5.0150E+03 3.9793E+03 2.8483E+03 3.8314E4+03 3.1176E+03
Rank 4 5 1 3 2
Mean 1. 1853E+02 9.4740E+01 1. 1493E+02 1. 2508E+02 7.5918E+01
F5 Std 3. 7214E+01 1. 9007E+01 3. 2583E+01 3.9608E+01 1. 6952E+01
Rank 4 2 3 5 1
Mean 2.6899E+03 3.5524E+02 2.1944E+03 3.4294E+03 1.3330E+02
F9 Std 1. 2445E+03 2.5501E+02 9.5095E+02 1. 6067E+03 1.7302E+02
Rank 4 2 3 5 1
Mean 1. 8022E+02 7.9557E+01 1.5314E402 1. 8450E+02 6.5493E+01
F11 Std 6.1148E+01 2.7030E+01 4.3032E+01 6.6154E+01 2.4956E+01
Rank 4 2 3 5 1
Mean 2. 3883E+04 5.7834E+03 1. 7669E+04 2. 4477E+04 3.2616E+03
F15 Std 1.5124E+04 7.1968E+03 1. 5604E+04 1. 4147E+04 2.3948E+03
Rank 4 2 3 5 1
Mean 1. 7093E+06 2.9057E+05 1. 4907E+06 1. 4873E+06 1.7351E+05
F18 Std 1. 9777E+06 2.4264E+05 1. 3275E406 1.4514E406 8.9594E+04
Rank 5 2 4 3 1
Mean 2. 1406 E+04 4.9452E+03 1.9762E+04 2.4422E+04 4,2843E+03
F19 Std 2.1064E+04 1. 0403E+04 2.1536E+04 2.2701E+04 2.2047E+03
Rank 4 2 3 5 1
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R 5 LR GPSSMA GNDSMA APMSMA SMA MESMA
Mean 3.1563E+02 2.9065E+02 3.1201E+02 3.1943E+02 2.7210E+02

F21 Std 2.9382E+01 1.9114E+01 3.4344E+01 3.8515E+01 1.3875E+01
Rank 4 2 3 5 1
Mean 5.4332E+04 2.5458E+04 6.3761E+04 4. 6678E+04 1.0520E+04

F30 Std 4.3163E+04 1. 0452E+04 7.0144E+04 2.5645E+04 3.9272E+03
Rank 4 2 5 3 1
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Tab. 3 Description of datasets
FETE S FEA KL FHIEEL FIEL
Tonosphere 351 34 2
Seeds 210 7 3
Vehicle 846 18 4
Aggregation 788 2 7

#* 4 B/R T PSO-SVM., GWO-SVM, SMA-SVM
F1 MESMA-SVM U Fifi 55 78 43 51| 7E Tonosphere, Seeds.,
Vehicle fil Aggregation VU84 T I TPEAT FhR{E .

TEHE & Tonosphere 1 Aggregation I, MESMA-
SVM #E I A 98 T 99% .4 P, \R.. 5 F\ {HALAR
BAs T A as R . EEHE % Seeds |, MESMA-SVM
A A P R 5 FUESM 50 93. 650 826.,0.914 1,
0.904 8 F10. 909 4,% PSO-SVM.GWO-SVM #1 SMA-

SVM A8 & % $& m. 758Ul &£ Vehicle I,
MESMA-SVM # 5 f DU 4> 48 A5 {8t 35 Ry e . 58
ok L], A SR MESMA %35 SVM 251
HEAT S0 T 7. i MESMA-SVM #5582 — AN
(43 ZE R, AT DU S04 R SVML IR 43 2 ff %
FE H R, SMA 1] 75 58 BT ) T % BE 77 14 [R] B £
UEH R R BE 1, AT 78 FF K FlHR 2 2 (Al PR B4 1)
T, MESMA 7EJ5 4 SMA SE6l 1 m A T 4
SRR R RE ) SCIE S A AT 48 R [ 18 B L B
AR SRS HE— R T SMA B Mk 0 Bl Y Ak
Jai R K fig 1 R S B L X {1 A3 MESMA BE S A
BAE G AL GE AR AL ST B B N Jm 3 e A 1 ), ol
T PSO.GWO Fil SMA 4 B & 1 Ak 1 RE
P IL, R MESMA flifb 5 SVM #5555 31 5 (1)
Iy RUER R R AR .
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Tab.4 Comparison results by 4 models on each of 4 datasets

EES R Ao/ % P. R.. F
PSO-SVM 65.094 3 0.823 8 0.513 2 0.632 4
GWO-SVM 97.169 8 0.972 0 0.966 3 0.969 2
Ionosphere
SMA-SVM 97.169 8 0.972 0 0.966 3 0.969 2
MESMA-SVM 99. 056 6 0.9857 0.973 7 0.979 7
PSO-SVM 39.682 5 0.785 3 0.396 8 0.527 2
GWO-SVM 84.127 0 0.878 0 0.841 3 0.859 3
Seeds
SMA-SVM 84.127 0 0.878 0 0.841 3 0.859 3
MESMA-SVM 93.650 8 0.914 1 0.904 8 0.909 4
PSO-SVM 36.177 5 0.338 2 0.264 9 0.297 1
GWO-SVM 87.372 0 0.876 7 0.881 4 0.879 0
Vehicle
SMA-SVM 87.030 7 0.873 5 0.877 5 0.875 5
MESMA-SVM 91.601 1 0.913 4 0.886 3 0.899 6
PSO-SVM 70.042 2 0.917 9 0.672 4 0.776 2
GWO-SVM 94.936 7 0.968 2 0.915 7 0.941 2
Aggregation
SMA-SVM 98.312 2 0.981 8 0.973 7 0.977 7
MESMA-SVM 99.367 1 0.9913 0.976 5 0.983 8

T < R B 2 7R S TR K 4R T 25 A0 5 4 i Jme A1
5 & &
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17340, 8 57 MESMA-SVM 0 284681, 3F- 78 4 s
WEHC R 5 b E AT 0 S 5, 45 2R B R MESMA-
SVM A L T A5 8 B 1 o 2R P iR D K
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